
What is Neural Network (NN)? 

Imagine a neural network as a virtual brain made of interconnected tiny parts, called 

neurons. These neurons work together to solve problems, just like how our brain helps 

us think. 

Each neuron takes some information as input, like numbers or pictures, and then it does 

some calculations with that information. After the calculations, it sends the result to 

other neurons. This process repeats many times, with each neuron passing information 

to others, until the network figures out the answer to the problem. 

The network learns and gets better at solving problems over time. It does this by 

adjusting the way the neurons work based on the feedback it receives, similar to how we 

learn from our mistakes and experiences. This learning process makes the neural 

network smarter and able to handle more complex tasks. 

In a nutshell, a neural network is like a smart virtual brain that learns and solves 

problems by connecting tiny virtual neurons together. It's used in various applications 

like recognizing objects in pictures, understanding speech, playing games, and much 

more! 
 

What is Quantum Neural Network (QNN)? 

A quantum neural network is a special type of brain-like system that uses both ideas 

from quantum mechanics (the science of very small particles) and artificial intelligence 

(AI). 

Just like a regular neural network, it has tiny parts, called neurons, that work together to 

solve problems. But in a quantum neural network, these neurons use the strange rules 

of quantum mechanics to do their calculations. 

In the quantum world, particles can exist in multiple states at the same time, which is 

called superposition. This means that quantum neurons can consider multiple 

possibilities simultaneously, making them potentially more powerful for certain tasks. 

Also, in a regular neural network, each neuron's output is either "on" or "off," but in a 

quantum neural network, the outputs can be in a mix of "on" and "off" states, thanks to 

quantum interference. 



By using these quantum properties, a quantum neural network can process information 

in unique ways that might help solve certain problems faster or more efficiently than 

classical neural networks. 

In simple terms, a quantum neural network combines the power of quantum mechanics 

and artificial intelligence to tackle problems by using tiny particles that can be in 

multiple states at once, making it potentially better at some specific tasks. 

 

What is difference between Classical Neural Network (CNN) 

and Quantum Neural Network (QNN)? 

The main difference between a Quantum Neural Network (QNN) and a Classical Neural 

Network (CNN) lies in their underlying principles and computational capabilities: 

1. Computation Model: 

 Classical Neural Network (CNN): A CNN operates based on classical computing 

principles, using classical bits to represent and process information. Each bit can 

be either 0 or 1, and computations are carried out sequentially. 

 Quantum Neural Network (QNN): A QNN operates on quantum computing 

principles, utilizing quantum bits or qubits. Unlike classical bits, qubits can be in a 

superposition of states (0 and 1 simultaneously) and can also exhibit quantum 

entanglement, where the state of one qubit is dependent on the state of another, 

even if they are far apart. 

2. Parallelism and Superposition: 

 CNN: In a classical neural network, computations are performed sequentially, 

limiting parallelism and requiring more steps for complex tasks. 

 QNN: Quantum neural networks can leverage the parallelism and superposition 

properties of qubits, allowing them to explore multiple possibilities 

simultaneously and potentially speed up certain types of computations. 

3. Training and Learning: 

 CNN: Classical neural networks are trained using optimization techniques that 

involve adjusting the numerical parameters (weights) to minimize the error in the 

predictions. This process usually requires lots of training data. 

 QNN: Quantum neural networks can potentially use quantum algorithms, like 

quantum gradient descent, to train and learn from data. Quantum algorithms 

may offer advantages for specific tasks when compared to classical optimization 

techniques. 

4. Applications: 



 CNN: Classical neural networks are commonly used in various tasks, such as 

image and speech recognition, natural language processing, and pattern 

recognition. 

 QNN: Quantum neural networks are still in their early stages of development, and 

their practical applications are not yet widespread. However, they show promise 

in areas like quantum data analysis, quantum simulations, and solving specific 

optimization problems that can benefit from quantum properties. 

In summary, the key difference is that a classical neural network operates based on 

classical computing principles with classical bits, while a quantum neural network utilizes 

quantum computing principles with qubits, enabling the potential for increased 

computational power and unique problem-solving capabilities. However, the technology 

for building and effectively using quantum neural networks is still evolving, and their 

advantages over classical neural networks are currently limited to certain specialized 

tasks. 
 


